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" Challenge #1: Quantifying expected behaviors

" Background: Data plane systems are emergin . .
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- Enabled by programmable switches malicious traffic patterns and synthesize defenses in an - Probabilistic symbolic execution Entry:
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- Step (1): Establish expected behaviors
- Step (2): Flip the expected behaviors
- Step (3): Synthesize runtime monitors

Pr(If)=0.5 Pr(Else)=0.5

- Path# can be very large
- Group “equivalent” paths to ECs.
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- Expected behavior: Evenly splitting traffic _ , = Open questions
Expected behavior Flipped behavior
- Malicious traffic pattern: TCP.sport=1,3,5,7, ... P PP 1. How to group paths to ECs?

- Too fined-grained: too many ECs

- “Flipped” behavior: All packets go to link O
- Too coarse-grained: lose useful information

Automated

= A general class of attacks
- Applies to many data plane systems
- Different systems are vulnerable to different patterns

2. How to deal with switch resource constraints?
- P4 switches have limited memory and ALUs
- Compress monitors using sketches
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